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A B S T R A C T

Structural magnetic resonance imaging (sMRI), which can reflect cerebral atrophy, plays an important role
in the early detection of Alzheimer’s disease (AD). However, the information provided by analyzing only the
morphological changes in sMRI is relatively limited, and the assessment of the atrophy degree is subjective.
Therefore, it is meaningful to combine sMRI with other clinical information to acquire complementary diagno-
sis information and achieve a more accurate classification of AD. Nevertheless, how to fuse these multi-modal
data effectively is still challenging. In this paper, we propose DE-JANet, a unified AD classification network
that integrates image data sMRI with non-image clinical data, such as age and Mini-Mental State Examination
(MMSE) score, for more effective multi-modal analysis. DE-JANet consists of three key components: (1) a dual
encoder module for extracting low-level features from the image and non-image data according to specific
encoding regularity, (2) a joint attention module for fusing multi-modal features, and (3) a token classification
module for performing AD-related classification according to the fused multi-modal features. Our DE-JANet is
evaluated on the ADNI dataset, with a mean accuracy of 0.9722 and 0.9538 for AD classification and mild
cognition impairment (MCI) classification, respectively, which is superior to existing methods and indicates
advanced performance on AD-related diagnosis tasks.
1. Introduction

Alzheimer’s disease(AD) is an irreversible chronic neurodegenera-
tive disease with symptoms of progressive cognitive impairment [1],
and until now there are no any effective treatments. About 60%–
80% among AD patients are dementia cases, resulting in serious social
problems [2]. Therefore, it is of great importance to diagnose AD early
and carry out the clinical intervention in advance to slow down its
progression. This has led to a significant amount of research focusing on
developing intelligent methods for diagnosing AD [3,4]. And different
biomarkers have been developed for the diagnosis of AD and its prodro-
mal stage, i.e. mild cognition impairment (MCI), such as neuroimaging
measures and neuropsychological test data [5].

Structural magnetic resonance imaging (sMRI), a typical kind of
neuroimaging measure, can reveal the changes in cerebral anatomical
structure induced by the AD process [6] as shown in Fig. 1. For
example, there is cerebral cortex atrophy and ventricle enlargement in
the brains of individuals with MCI and AD when compared to those
with normal control (NC). The magnitude of brain changes increases
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as the disease progression becomes more severe. The features extracted
from sMRI, such as cortical thickness, texture, and volume, can capture
brain changes and serve as effective biomarkers for diagnosing AD.
The existing methods [7] are devoted to capturing these morphological
characteristics for the early diagnosis of AD. According to the different
feature extraction levels from sMRI, almost all methods based on sMRI
are divided into three categories: (1) 3D patch-level methods [8,9]
segmenting the whole sMRI into fixed-size patches before feature ex-
traction, (2) 3D regions-of-interest(ROIs)-level methods [10] extracting
features from anatomical brain template aligned regions, and (3) 3D
subject-level methods [11,12] processing the whole sMRI to obtain
voxel-wise pathological features.

Besides neuroimaging measures, the neuropsychological test data
can assess the severity of cognitive impairment to estimate the course
of AD [5]. For example, the Mini-Mental State Examination(MMSE)
score, a neuropsychological assessment variable with a scoring range
of 0 to 30, can indicate the degree of cognitive impairment, where a
lower MMSE score indicates more severe cognitive impairment [13].
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Fig. 1. Examples of sMRI images of NC brain (left), MCI brain (center), and AD brain (right).
Moreover, demographic data, such as age, are also considered a com-
plementary modality. Since aging can cause the brain to shrink and
the level of memory impairment to rise, older people are more likely
to develop AD [14]. And it has been proven that the prevalence of AD
increases with age [15]. Therefore, the magnitude features of age, as
well as the MMSE score, can provide the cognitive state information
for the diagnosis of AD. The different biomarkers mentioned above
expose different pathological information related to AD, resulting in
providing comprehending complementary knowledge and facilitating a
more accurate diagnosis [16]. This has led to the rapid development of
AD classification methods based on multi-modal data [17].

First, among different biomarkers, sMRI is a non-invasive method of
obtaining information related to AD by subjectively assessing cerebral
morphological changes, which requires rich experience. While age
and MMSE score can help evaluate cognitive function in an intuitive
quantitative way. By combining these different biomarkers, doctors and
researchers can gain a more complete understanding of brain health
and cognitive function in individuals. Furthermore, these biomarkers
are relatively easy to obtain and cost-effective. Therefore, it is supe-
rior to integrate sMRI, age, and MMSE score for AD classification.
Second, among the multi-modal-based methods, how to explore the
correlation between multi-modal data or construct informative fusion
features is the key problem. Whereas, most of the previous methods
just simply concatenate multi-modal features and pay less attention
to the joint modeling for obtaining multi-modal features [18]. The
emergence of Transformer [19] and especially its derivation vision
Transformer(ViT) [20] provides new insights for multi-modal data
fusion [21]. Owing to its strong self-attention strategy, the data from
different modalities can be integrated into a one-dimensional long
sequence to capture long-range dependence and be interacted with each
other for joint modeling [22]. However, previous studies have found
that using tokens obtained by directly encoding inputs with ViT cannot
produce satisfactory results for downstream tasks [23]. The reason is
that ViT regards the inputs as one-dimensional sequences and solely
emphasizes modeling the global features throughout all stages, leading
to a lack of local spatial information on the low-level features.

In this paper, we propose a unified AD classification framework,
namely DE-JANet, which designs two specific encoders to extract low-
level features of the inputted multi-modal data and then adopts ViT to
model and fuse these features jointly. Specifically, DE-JANet consists
of three modules: (1) dual encoder module, (2) joint attention module,
and (3) token classification module. The dual encoder module, includ-
ing convolutional neural network (CNN) encoder and linear encoder,
is designed to separately extract the local spatial features of sMRI
and magnitude features of age and MMSE score. The joint attention
module defined with ViT is proposed to enable interaction between the
extracted low-level features to obtain the fused global features from
multi-modal data. Finally, a token classification module is constructed
2

to conduct AD-related diagnoses according to the fused global fea-
tures. We evaluated DE-JANet on Alzheimer’s Disease Neuroimaging
Initiative (ADNI) datasets for two AD-related diagnosis tasks which
are AD classification, i.e. AD vs NC, and MCI classification, i.e. MCI
vs NC. Experimental results prove that our proposed DE-JANet can
achieve superior classification performance compared with the existing
state-of-the-art methods.

Our contributions are summarized as follows:

• We develop a novel joint modeling strategy that integrates image
and non-image features effectively to facilitate downstream tasks.

• The DE-JANet employs a hybrid dual encoder-joint attention
structure to compensate for the limitations of ViT in spatial detail
extraction, by transferring low-level features from dual encoders
to the joint attention module.

• Experimental results demonstrate that DE-JANet outperforms the
existing methods on AD classification and MCI classification.

The remainder of this paper proceeds as follows. We give a brief
review of related works in Section 2. Then, the studied datasets and
our proposed network are introduced in detail in Sections 3 and 4. Next,
we evaluate DE-JANet by comparing it to the existing state-of-the-art
methods and analyzing its components in Section 5. Meanwhile, the
limitations and future work of our study are analyzed. Finally, we draw
a conclusion for this paper in Section 6. And for a better understanding
of all abbreviations, we summarize them in Table 1.

2. Related work

2.1. Multi-modal-based methods

Many studies have already focused on AD classification using multi-
modal data from the ADNI dataset. These multi-modal-based methods
incorporate complementary pathological information from multi-modal
data to achieve better classification performance by adopting different
feature fusion strategies [18]. A straightforward method is to concate-
nate the multi-modal features from multiple modalities into a unified
representation. For example, Jun et al. [24] proposed the multi-modal
stacked deep polynomial network to fuse the ROI-based volume fea-
tures from MRI and average intensity features from Positron Emission
Tomography(PET) images. Suk et al. [25] concatenated the ROI-based
features from MRI and PET images with the cerebrospinal fluid(CSF)
biomarker measures, and then performed weighted feature selection
and classifier learning for AD diagnosis. Qiu et al. [26] concatenated
the whole sMRI features with normalized age, gender, and MMSE score,
and applied multilayer perceptron (MLP) for classification. While the
concatenation operation is easy to implement and can handle various
modal data, it fails to fully explore the internal relationship between
different modal data [27].
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Table 1
A summary of abbreviations.
Abbreviation Full name Description

DE-JANet Network based on Dual Encoder and Joint Attention Our proposed method

AD Alzheimer’s Disease
Class label of clinical statusMCI Mild Cognition Impairment

NC Normal Control

sMRI structural Magnetic Resonance Imaging

Biomarker measuresMMSE Mini-Mental State Examination
PET Positron Emission Tomograph
CSF Cerebrospinal Fluid

ADNI Alzheimer’s Disease Neuroimaging Initiative Dataset

MNI Montreal Neurological Institute A standard brain template space

ROIs Regions-of-Interest The specific regions in image

ViT Vision Transformer

Network structure

CNN Convolutional Neural Network
MLP Multilayer Perceptron
FCN Fully Connected Network
3dConv three-dimensional Convolutional layer
BN Batch Normalization
ReLU Rectified Linear Unit

ACC, PRE, SEN, SPE Accuracy, Precision, Sensitivity, Specificity
Validation metricsROC Receiver Operating Characteristic

AUC the Area Under Curve
Some studies designed specific feature fusion strategies for exploring
he associations among multiple modalities [28]. Tong et al. [29] cre-
ted pairwise similarity graphs for each modality by utilizing different
eatures from MRI, PET, CSF biomarkers, and genetic data, followed by
mploying a nonlinear graph fusion technique to merge these similarity
raphs into a unified graph for the final classification. Bi et al. [30]
roposed ‘‘brain region-gene pairs’’ as multi-modal features by apply-
ng canonical correlation analysis methods to capture the associations
etween MRI images and gene data. Liu et al. [31] adopted a stacked
utoencoder framework with a zero-masking strategy for data fusion
o extract complementary information from MRI and PET images. Ning
t al. [32] and Lei et al. [33] incorporated relational regularization
erms, such as Frobenius norm and 𝑙2,1-norm, into the loss function,
iming to constrain the feature extraction and encourage learning of
ntrinsic associations inherent in MRI and PET images. However, these
pecific strategies are sensitive to the allocation of weights to each reg-
larization term or each modality, which often require computationally
xpensive optimization methods [34]. Furthermore, while these studies
o well in the fusion of different modalities of images, there is still
ignificant room for modeling the associations between images and
on-image data. In this paper, our joint attention strategy focuses on
apturing the interaction information between image and non-image
ata, without the need to learn sensitive parameters for each modality.

.2. ViT-based methods

Transformer [19] was first proposed for natural language processing
asks and has made great achievements as its powerful ability in cap-
uring global context information. Subsequently, lots of derivations [20,
5] of Transformer have been developed for computer vision tasks. For
xample, Alexey et al. [20] designed ViT for image recognition, using
nly Transformer encoders followed by an MLP head. Moreover, Wang
t al. [36] and Chen et al. [37] integrated ViT into 3D U-net-based
NN [38] for medical image segmentation. Xie et al. [39] improved
he ViT in the 3D segmentation model by adopting a deformable self-
ttention strategy, which only performed self-attention on key pixels.
hese methods have started to integrate Transformer and CNN net-
orks for medical segmentation tasks, while the application of ViT

n medical image classification can be further studied. Dai et al. [40]
onstructed a 2D classification model for preoperative diagnosis of
arotid gland tumors by integrating CNN and ViT. However, the 2D
3

lices cannot provide complete structural information, thereby affecting
diagnostic accuracy. Moreover, such methods are limited to handling
single-modality data.

With regard to processing multi-modal data, Lu et al. [41] proposed
a two-stream network called ViLBERT, which first processed different
modalities separately and then utilized a cross-Transformer to capture
the interactions between modalities. Su et al. [42] proposed a single-
stream network called VL-BERT, which simultaneously processed both
images and texts in a single Transformer channel. Both ViLBERT and
VLBERT can aggregate multi-modal information, but ViLBERT has
more parameters than VL-BERT due to its cross-Transformer structure,
making it more challenging to train [43]. Moreover, these models
require pre-training on large-scale datasets to achieve better generaliza-
tion [41,42]. When using a single Transformer channel for multi-modal
medical data fusion, we design specific encoders for different modalities
to capture prior features, making it easier to obtain complementary
information during fusion. In this way, we can perform downstream
classification tasks without pre-training operations like VL-BERT.

3. Data acquisition and pre-processing

The datasets studied in this paper are acquired from the public
Alzheimer’s Disease Neuroimaging Initiative [44], namely ADNI-1 and
ADNI-2. They are two separate datasets from different phases of ADNI
and different subjects so as to eliminate the leakage of test data.
The demographic information of all subjects in ADNI-1 and ADNI-2 is
presented in Table 2.

In the ADNI-1 dataset, there are 1.5T T1-weighted sMRI scans from
617 subjects. These subjects are divided into three categories: AD, MCI,
and NC, according to the standard clinical criteria. To sum up, the
ADNI-1 dataset consists of 152 AD, 249 MCI, and 216 NC subjects. The
ADNI-2 dataset includes 3T T1-weighted sMRI scans collected from 160
subjects. Similarly, the 160 subjects are divided into 56 AD, 52 MCI,
and 52 NC subjects.

The sMRI scans downloaded from ADNI have undergone specific
standardized processing steps for eliminating gradient nonlinearity
and intensity non-uniformity, including multiplanar reconstruction, 3D
Gradwarp correction [45], B1 non-uniformity correction [46], and
N3 intensity normalization [47]. On this basis, we perform linear
registration of sMRI to the Montreal Neurological Institute (MNI)
152 [48] using the FSL toolbox [49], of which MNI 152 is a standard
brain template space to remove global linear differences and unify the

coordinate space. After that, the sMRI scans have a uniform size of
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Table 2
Demographic information of the subjects involved in the studied datasets (i.e. the ADNI-1 and ADNI-2), including
status, gender, age, and MMSE.
Dataset Status Gender

(Male/Female)
Age
(Mean ± Std)

MMSE
(Mean ± Std)

ADNI1
AD 77/75 75.53 ± 7.48 23.39 ± 2.06
MCI 159/90 75.84 ± 7.11 26.26 ± 2.85
NC 115/101 76.82 ± 5.47 28.91 ± 1.25

ADNI-2
AD 31/25 75.89 ± 8.16 20.30 ± 4.51
MCI 33/19 80.67 ± 6.67 22.36 ± 4.84
NC 25/27 77.85 ± 6.04 29.29 ± 0.98
Fig. 2. Illustration of our DE-JANet including three components: (1) dual encoder module, (2) joint attention module, and (3) token classification module.
Fig. 3. Illustration of CNN encoder for image data.

181 × 217 × 181 voxels. Then, we further normalize voxels, clip out
the intensity outliers and remove background interference to complete
the image pre-processing.

4. Methodology

As shown in Fig. 2, our unified network is constructed based on
three sequential components, i.e. (1) dual encoder module, (2) joint
attention module, and (3) token classification module. Briefly, the dual
encoder module consists of a CNN encoder for image data and a linear
4

encoder for non-image data. Then, the image and non-image features
interact with each other in the joint attention module to obtain the
fused global features that incorporate multi-modal information. Finally,
the token classification module generates the class-predicted scores for
each subject according to the global features.

4.1. Dual encoder module

4.1.1. CNN encoder for image data
The encoder for image data is built based on an ordinary 3D CNN.

As shown in Fig. 3, the CNN encoder comprises four encoding blocks
with the same structure. Specifically, each encoding block contains one
three-dimensional convolutional (3dConv) layer with different kernel
sizes, including 7 × 7 × 7 layer (i.e. 3dConv-1), 4 × 4 × 4 layer
(i.e. 3dConv-2), 3 × 3 × 3 layer (i.e. 3dConv-3 and 3dConv-4). The
number of channels for 3dConv-1 to 3dConv-4 is 64, 128, 256, and
521, respectively. And the stride of 3dConv-1 is 2, while the rest is
1. Besides, one 3 × 3 × 3 maxpooling operation (i.e. Maxpooling-
1) and three 2 × 2 × 2 maxpooling operations (i.e. Maxpooling-2 to
Maxpooling-4) are adopted to down-sample the feature maps produced
by each 3dConv layer, which are followed by batch normalization
(BN) and rectified linear unit (ReLU) activations. And the stride of
Maxpooling-4 is 1, while the rest is 2. At the end of each encoding
block, a dropout layer with a dropout rate of 0.2 is added to avoid
overfitting.
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Fig. 4. Illustration of the Linear encoder for non-image data.
As a result, the whole sMRI 𝐼 ∈ 𝑅(𝑤×ℎ×𝑑) is processed by the CNN
encoder resulting in a small-size feature representation, denoted as

𝐹𝑖𝑚𝑎𝑔𝑒 = 𝐶𝑁𝑁_𝐸𝑛𝑐𝑜𝑑𝑒𝑟(𝐼) (1)

4.1.2. Linear encoder for non-image data
Since concatenating normalized non-image data with image features

straightforwardly often results in poorer performance [50], we design
a linear encoder inspired by the concept of word embedding to convert
each non-image data into a vector. In this way, we can capture the
magnitude features of non-image data for the subsequent multi-modal
feature interaction.

Specifically, as shown in Fig. 4, the linear encoder is composed of
mapping encoding and linear projection. Considering that both age and
MMSE score have a range of values, we adopt the relative position of
their corresponding values within a fixed interval as their magnitude
features. Firstly, we conduct interval mapping for age or MMSE score,
which involves projecting these variables into a fixed interval by a
lower bound (𝐿), an upper bound (𝑈), and an interval of 0.5, to
obtain their position index 𝑣 with relatively significant differences.
Specifically, the MMSE score has a fixed range, with a lower bound (𝐿)
of 0 and an upper bound (𝑈) of 30. Based on the age range present in
the dataset used, we have set the lower bound (𝐿) for age as 50 and the
upper bound (𝑈) as 100. Then, the position index value 𝑣 is encoded
using the sinusoidal function 𝑀𝐸(𝑣, 𝑘). This function enables capturing
relative positioning easily, as 𝑀𝐸(𝑣+ 𝑜, 𝑘) can be expressed as a linear
function of 𝑀𝐸(𝑣, 𝑘) for any fixed offset 𝑜[24]. 𝑀𝐸(𝑣, 𝑘) is defined as
follows.

𝑀𝐸(𝑣, 𝑘) =

{

𝑠𝑖𝑛(𝑣∕104∗𝑘∕𝑑 ), 𝑘 = 2𝑖
𝑐𝑜𝑠(𝑣∕104∗(𝑘−1)∕𝑑 ), 𝑘 = 2𝑖 + 1

(2)

where 𝑖 = 0, 1, 2,… , 𝑑∕2 − 1 is the dimension and 𝑑 is the size of the
encoding. After applying the mapping encoding technique, both age
and MMSE score are encoded as a positional feature vector of length 𝑑.
Lastly, the feature vector is further projected linearly through two fully
connected layers, with the first layer consisting of 128 neurons and the
second layer consisting of 512 neurons, resulting in a final vector size
of 1 × 512.

As a result, the magnitude features of the non-image data are well
extracted and projected to the same dimension, expressed as:

𝐹𝐴𝑔𝑒 = 𝐿𝑖𝑛𝑒𝑎𝑟_𝑃𝑟𝑜𝑗𝑒𝑐𝑡𝑖𝑜𝑛 (𝑀𝐸 (𝐴𝑔𝑒)) (3a)

𝐹𝑀𝑀𝑆𝐸 = 𝐿𝑖𝑛𝑒𝑎𝑟_𝑃𝑟𝑜𝑗𝑒𝑐𝑡𝑖𝑜𝑛 (𝑀𝐸 (𝑀𝑀𝑆𝐸)) (3b)

4.2. Joint attention module

The dual encoder module extracts the local spatial features from
sMRI and magnitude features from age and MMSE score, respectively.
However, it does not yet capture the long-range dependence and the
correlation between multi-modal data. Therefore, in this section, we
5

introduce ViT and model these multi-modal features jointly to com-
pensate for the limitations. In this way, we effectively bridge the
CNN encoder, linear encoder, and Transformer to enhance feature
robustness.

In order to facilitate capturing long-range dependence of image
volumes, the image volume features are first projected into a long
linear sequence with the same channel as the non-image features. And
then, in order to facilitate capturing the correlation between image
and non-image features, the flattened image features are concatenated
with the encoding features of age and MMSE score to form con-
catenated multi-modal features which do not contain any interaction
information. Before joint modeling, we perform position embedding
on the concatenated multi-modal features uniformly to maintain po-
sitional information. Besides, we prepend a learnable class token in
front of the concatenated multi-modal feature sequences to capture
the unified global information between image and non-image features.
The class token is defined by random trainable parameters. As for
position embedding, we generate random parameters that satisfy the
standard normal distribution, and then perform element-wise addition
on the generated position parameters and the concatenated multi-
modal features, as well as the class token. Last, we input the embedded
multi-modal features into the Transformer layer to model jointly. The
Transformer layer includes a multi-head attention layer and a feed-
forward layer, both following the layer normalization. The multi-head
attention layer is a crucial component of the Transformer model, which
leverages a self-attention strategy to enable internal interaction and
capture correlations among multi-modal features. Specifically, The ex-
act implementation process for the Transformer layer is identical to that
for ViT [20].

After being processed by Transformer, the learned class token is
obtained and is used to predict the class of the subject. We can explain
the joint attention module with the following formulas.

𝐹𝑛𝑜𝑛−𝑖𝑚𝑎𝑔𝑒 = [𝐹𝐴𝑔𝑒;𝐹𝑀𝑀𝑆𝐸 ] (4a)

𝑋𝑓𝑢𝑠𝑖𝑜𝑛 = 𝑇 𝑟𝑎𝑛𝑠([𝑥𝑐𝑙𝑠;𝐿𝑖𝑛𝑒𝑎𝑟_𝑃𝑟𝑜𝑗𝑒𝑐𝑡𝑖𝑜𝑛(𝐹𝑖𝑚𝑎𝑔𝑒);

𝐹𝑛𝑜𝑛−𝑖𝑚𝑎𝑔𝑒]
⨁

𝑃𝐸)[∶, 0]
(4b)

where 𝑋𝑓𝑢𝑠𝑖𝑜𝑛 represents a fused global multi-modal feature. 𝑥𝑐𝑙𝑠 is
a class token. 𝑃𝐸 is the position embedding parameter. [; ] performs
concatenate operation. [∶, 0] denotes the elements with an index of
0 in the Transformer outputs, that is 𝑥𝑐𝑙𝑠 after being processed by
Transformer. 𝑇 𝑟𝑎𝑛𝑠 represents the Transformer layer.

4.3. Token classification module

We get the fused global multi-modal feature 𝑋𝑓𝑢𝑠𝑖𝑜𝑛 from the joint
attention module. Owing to the internal interaction between the image
and non-image features, 𝑋𝑓𝑢𝑠𝑖𝑜𝑛 integrates the complementary infor-
mation and correlations between them. For example, image features
provide the pathological representations of the sMRI images, i.e. the
changes in cerebral anatomical structure, and non-image features sup-
ply the clinical criteria reference and cognitive function assessment.
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Fig. 5. The variation of classification accuracy (y-axis) with the number of Transformer
layers(x-axis).

Both of these features make a great contribution to the AD-related
classification tasks and form the fused global feature vector 𝑋𝑓𝑢𝑠𝑖𝑜𝑛
jointly. In this section, 𝑋𝑓𝑢𝑠𝑖𝑜𝑛 is fed into the token classification module
which adopts MLP as the classifier to yield class predictive scores.
Specifically, the fused feature vectors with a size of 1 × 512 are
processed by the MLP which consists of two fully connected layers.
Finally, the MLP outputs the predicted probabilities of each class.

5. Experiments and analyses

Our experiments focus on two AD-related binary classification tasks,
i.e. AD vs NC and MCI vs NC. We first compare our DE-JANet with sev-
eral state-of-the-art methods to prove its superiority. Then, we perform
ablation studies to validate the effectiveness of the components in DE-
JANet, including the linear encoder, the multi-modality, and the joint
attention.

5.1. Experimental settings

Our DE-JANet is implemented using Python based on the PyTorch
package and is trained 100 epochs on a single GPU (i.e. NVIDIA
GeForce GTX 1080). The size of the mini-batch is set as 4, and the
number of the Transformer layer is 2. We adopt weighted cross-entropy
loss to learn our DE-JANet and Adam optimizer for minimizing the
loss function with an initial learning rate of 10−5. We verify that the
model with these hyperparameter configurations achieves the highest
accuracy. For example, Fig. 5 illustrates the variation of classification
accuracy with the number of Transformer layers, indicating that the
best performance is achieved when the number of layers is 2. The
DE-JANet is trained on ADNI-1 and then tested on the other indepen-
dent dataset, i.e. ADNI-2, which demonstrates the generalization of
our method. This process is repeated five times, and performance is
presented as mean over the model runs.

For AD classification, we train our model using 152 AD subjects and
185 NC subjects from the ADNI-1 dataset. For MCI classification, we
train our model using 249 MCI subjects and 216 NC subjects from the
ADNI-1 dataset. We randomly select about 25 percent training samples
as the validated set and tune our model according to the validation
performance in terms of five typical metrics, including accuracy (ACC),
precision (PRE), sensitivity (SEN), specificity (SPE), and F1 score, that
are formulated as:

𝐴𝐶𝐶 = (𝑇𝑃 + 𝑇𝑁) ∕ (𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁) (5a)

𝑃𝑅𝐸 = 𝑇𝑃∕ (𝑇𝑃 + 𝐹𝑃 ) (5b)

𝑆𝐸𝑁 = 𝑇𝑃∕ 𝑇𝑃 + 𝐹𝑁 (5c)
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( )
Fig. 6. The flow diagram of the two-stream attention strategy.

𝑆𝑃𝐸 = 𝑇𝑁∕ (𝑇𝑁 + 𝐹𝑃 ) (5d)

𝐹1 = 2 × 𝑇𝑃∕ (2 × 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁) (5e)

where 𝑇𝑃 , 𝑇𝑁 , 𝐹𝑃 , and 𝐹𝑁 denote, respectively, the true positive,
true negative, false positive, and false negative values. Besides, receiver
operating characteristic (ROC) curves and the area under curve (AUC)
value are also provided for further evaluation.

5.2. Comparison experiments

In the comparative experiments, the entire experimental process,
parameter settings, and data used are consistent with those described
in Section 5.1. When conducting the comparisons, we simply replaced
our feature fusion strategy or model with other comparative methods.

5.2.1. Comparisons with different feature fusion strategies
We adopt a single-stream joint attention strategy for feature fusion,

where the position embedding is uniformly added to the concatenated
multi-modal features, with a class token prepend to them. After joint
attention operation, we directly obtained the fused global features for
classification. To evaluate the performance of our single-stream joint
attention strategy, we try another kind of two-stream self-attention
strategy with different feature fusion ways, including element-wise
addition, element-wise product, and concatenation. In the two-stream
self-attention strategy, the position embeddings are added to image
features and non-image features respectively, and then the image fea-
tures and non-image features are separately fed into the self-attention
Transformer layer for modeling their respective global features. Finally,
the two global feature vectors from image and non-image data are fused
in the abovementioned three ways. Besides, we try another two-stream
cross-attention strategy [51] for feature fusion. The flow diagram of
the two-stream attention strategy and their performance on the ADNI-2
dataset are shown in Figs. 6 and 7, respectively.

As Fig. 7 shows, our single-stream joint attention strategy is su-
perior to the two-stream self-attention strategies using the abovemen-
tioned three feature fusion methods, as well as the two-stream cross-
attention strategy. Although the two-stream self-attention strategies
achieve slightly better results on the metric SEN, our method still
performs better in the comprehensive evaluation metric F1 score. These
reflect that the fusion features we constructed are more beneficial for
downstream classification tasks. This is because the joint attention
strategy enables deep interaction between low-level features of the
image and non-image data, which helps to explore complementary in-
formation among multi-modal features. In contrast, the two-stream self-
attention strategies only use simple operations to integrate multi-modal
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Table 3
Results of AD classification and MCI classification obtained by our DE-JANet and the competing methods [26,50,51] on ADNI-2 datasets. The best results are in bold.

Method AD vs NC MCI vs NC

ACC PRE SEN SPE F1 ACC PRE SEN SPE F1

Qiu et al. [26] 2020 0.9457 0.9180 0.9756 0.9179 0.9456 0.8506 0.7979 0.9436 0.7577 0.8639
Liu et al. [50] 2020 0.9648 0.9666 0.9615 0.9679 0.9636 0.8558 0.8503 0.8654 0.8462 0.8575
Golovanevsky et al. [51] 2022 0.8407 0.8059 0.8962 0.7893 0.8458 0.7846 0.7607 0.8269 0.7423 0.7904
Our DE-JANet 0.9722 0.9623 0.9808 0.9643 0.9714 0.9538 0.9802 0.9269 0.9808 0.9523
Fig. 7. Performance comparisons of different feature fusion strategies on AD
classification (top) and MCI classification (bottom) on ADNI-2 dataset.

features. Besides, although the two-stream cross-attention strategy also
captures the interaction between different modal features, it involves
separately processing the sequences and then combining the tokens
together, which does not result in a prominent joint modeling effect.

5.2.2. Comparisons with competing methods
We strictly compare our DE-JANet with three multi-modal-based

methods [26,50,51] by repeating these methods in a unified experi-
mental setting and sharing the same multi-modal training and test data
including sMRI, age, and MMSE score. The key differences among them
are the encoding schemes of non-image data and the fusion methods of
multi-modal data. Specifically, Qiu et al. [26] designed a two-step deep
learning framework. Firstly, the fully connected network (FCN) model
is developed for extracting disease probability maps using randomly
selected fixed-size patches from the whole sMRI. Then, the high-risk
disease probability maps are selected and integrated alongside non-
image data to develop an MLP fusion model for AD classification. Liu
et al. [50] concatenated the encoded non-image features to the output
of an ordinary 3D CNN trained using sMRI for AD classification. And
Golovanevsky et al. [51] used cross-modal attention to capture the
interaction between sMRI and non-image data after being processed
by CNN or FCN and self-attention, respectively. Table 3 presents the
results of the two binary classification tasks obtained by our method
and the competing methods [26,50,51].

The following observations can be summarized from Table 3. (1)
Our DE-JANet outperforms three competing methods [26,50,51] on
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both classification tasks on ADNI-2 datasets, especially for MCI clas-
sification. For example, the ACC and F1 score of DE-JANet and [26]
for MCI classification are 0.9538 versus 0.8506 and 0.9523 versus
0.8639, respectively. One reason for the performance improvement is
that we design the linear encoder to extract magnitude features of
age and MMSE score considering the sensitivity of the magnitude of
age and MMSE score for AD diagnosis. The linear encoder can encode
the positional information of age and MMSE score in a fixed interval
more effectively to capture the magnitude features by using interval
mapping and sinusoidal function, thereby benefiting downstream clas-
sification tasks. While Qiu et al. [26] only normalize non-image data
and Golovanevsky et al. [51] just project non-image data into a long
vector by FCN. Another reason is that we adopt the joint attention
strategy to capture the interaction of multi-modal features consider-
ing the significance of multi-modal complementary information for
AD diagnosis. By jointly modeling one-dimensional long multi-modal
feature sequences, the joint attention strategy obtains global features
that integrate multi-modal interaction information, which is beneficial
for AD classification. While Qiu et al. [26] and Liu et al. [50] just
concatenated non-image data to image features directly to achieve
multi-modal data fusion. (2) Among the three competing methods
[26,50,51], the classification results of Qiu et al. [26] and Liu et al. [50]
are relatively better. Although Qiu et al. [26] directly concatenated
normalized non-image data to image features, it also achieved rela-
tively good results. This is because Qiu et al. [26] screened the sMRI
features obtained by FCN before the concatenation operation, and only
the disease probability maps with high risks are used in the next stage
of classification. These discriminative probability maps contribute to
improving classification performance. Compared with our DE-JANet,
Liu et al. [50] fused the multi-modal features by simple concatenation
and behaved slightly worse performance. This reflects the superiority of
our proposed method in terms of multi-modal data fusion. In addition,
Golovanevsky et al. [51] encoded the non-image data by FCN and self-
attention and fused the multi-modal features by cross-attention, but the
performance is still the worst, as it only used three central slices in each
dimension of sMRI for feature encoding and interacting. (3) The MCI
classification performance is slightly less significant. It is perhaps due to
the fact that the MCI classification is relatively more challenging since
MCI subjects show less obvious lesion characteristics compared with
AD subjects.

Besides, from Table 3, we find that our method does not achieve
the highest results on all metrics. Therefore, in order to provide a
comprehensive evaluation of our methods and three competing meth-
ods [26,50,51], we also generate ROC curves of AD classification and
MCI classification based on the results of one training session for
further analysis. From Fig. 8, we can observe that our DE-JANet method
consistently achieves the highest AUC score among all the methods
evaluated, indicating superior performance in classification. Although
the competing methods [26,50] show similar superiority with our DE-
JANet in AD classification with AUC scores of 0.9856 and 0.9876 on
the ADNI-2 dataset, respectively, our method achieves much higher
AUC values in MCI classification with values of 0.9937, reflecting the
excellent ability of the DE-JANet model for early AD screening.

5.3. Ablation studies

In order to evaluate the effectiveness of the modules and multi-
modal data used in DE-JANet, we design multiple comparing models,
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Fig. 8. ROC curves for AD classification (top) and MCI classification (bottom) on
ADNI-2 dataset.

i.e. the counterparts of DE-JANet, by removing the related modules
or data. As shown in Table 4, Dual-Encoder-Trans represents our DE-
JANet, and the rest are its counterparts. The results of ablation studies
are reported in Table 5.

5.3.1. Effectiveness of linear encoder
To evaluate the effectiveness of linear encoder, we compare the

classification results of Single-Encoder-Trans and Dual-Encoder-Trans.
In Single-Encoder-Trans, the age and MMSE score are normalized and
then projected into a 512-dimensional vector respectively by FCN
before being fed into the joint attention module.

From Table 5, we can observe that Dual-Encoder-Trans outperforms
Single-Encoder-Trans in all metrics for both AD and MCI classifica-
tion, which indicates that the linear encoder module can greatly im-
prove the classification performance. With the common FCN encoder,
Single-Encoder-Trans achieves only 0.6481 and 0.7846 ACC for AD and
MCI classification, respectively. Besides, compared with CNN-Encoder-
Trans, Single-Encoder-Trans does not show a significant improvement
in performance even with the addition of non-image data, indicating
that only normalizing and projecting non-image data is not sufficient
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to enhance the classification performance. Therefore, it is necessary to
set a reasonable encoding scheme to extract the low-level features of
non-image data before multi-modal fusion. In the linear encoder, we
adopt a sinusoidal function to extract the magnitude features of age
and MMSE score. Since there is a potential correlation between the
magnitude of age and MMSE score and the development of AD, for
example, the lower the MMSE score, the higher the model’s confidence
in predicting AD, the linear encoder extracting magnitude features is
helpful for improving the performance of AD classification.

5.3.2. Effectiveness of multi-modality
In order to verify the effectiveness of multi-modality, we make the

performance comparisons among CNN-Encoder-Trans, Linear-Encoder-
Trans, and Dual-Encoder-Trans.

From Table 5, we can have the following observations. (1) Our
Dual-Encoder-Trans outperforms the two variant methods on both
classification tasks, which is consistent with the assumption that the
multi-modal-based methods perform better than the single-modal-based
methods. This also implies that the features from different modal
data can support each other to improve classification performance. (2)
The Linear-Encoder-Trans shows better classification performance than
CNN-Encoder-Trans. For example, the ACC for AD and MCI classifica-
tion is 0.9630 versus 0.6519 and 0.8942 versus 0.7500, respectively.
This suggests that the magnitude features of age and MMSE score
extracted by Linear-Encoder-Trans have a significant impact on both
classification tasks, while the sMRI features extracted by CNN-Encoder-
Trans do not contribute much to the improvement of performance.
This is because we only use an ordinary CNN in Linear-Encoder-Trans,
which may be difficult to explore significant lesion information on sMRI
for accurate classification. As a result, The ordinary sMRI features are
needed to be combined with other modal features to obtain satisfied
classification performance. (3) The performance of Linear-Encoder-
Trans is close to that of Dual-Encoder-Trans in AD classification. It may
be because the significant difference in the distribution of MMSE score
between AD and NC subjects provides discriminative features for AD
classification, resulting in a good performance.

In addition, we also set up comparative experiments to analyze
the effects of age and MMSE score. As shown in Table 5, after the
encoded age and MMSE features are separately supplied into CNN-
Encoder-Trans, the performances of both resulting Dual-Encoder-Trans-
Na and Dual-Encoder-Trans-Nm are improved compared with CNN-
Encoder-Trans. And compared with Dual-Encoder-Trans, the Dual-
Encoder-Trans-Na without age and Dual-Encoder-Trans-Nm without
MMSE score perform less well. Fig. 9 clearly demonstrates the perfor-
mance improvement of the models after being separately supplied with
MMSE score and age features, revealing a significant upward trend. All
these indicate that both age and MMSE score can help improve the
performance of AD classification. From Fig. 9, we can also observe that
the MMSE score has a more significant performance improvement effect
compared to age.

5.3.3. Effectiveness of joint attention
In this group of experiments, we evaluated the effectiveness of

joint attention by comparing the performance of Dual-Encoder and
Dual-Encoder-Trans. The Dual-Encoder simply concatenates the fea-
tures extracted by the CNN encoder and linear encoder respectively and
inputs them into the token classification module.

From Table 5, we can discover that Dual-Encoder-Trans outper-
forms Dual-Encoder on both classification tasks, especially for MCI
classification. For example, the ACC for MCI classification is 0.9538
versus 0.9077. This intuitively shows that the joint attention module
can further improve classification performance. In the joint attention
module, we adopt a Transformer-based self-attention structure that
highlights the important features relevant to AD diagnosis and captures
the interaction between multi-modal data, so as to facilitate the clas-
sification tasks. Thus, it is reasonable that the joint attention module
makes sense.
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Table 4
Models with different modules and data for ablation studies.
Model CNN encoder Linear

encoder
Image data
(sMRI)

Non-image
data
(MMSE)

Non-image
data
(Age)

Joint attention

Single-
Encoder-
Trans

✓ ✓ ✓ ✓ ✓

CNN-
Encoder-
Trans

✓ ✓ ✓

Linear-
Encoder-
Trans

✓ ✓ ✓ ✓

Dual-
Encoder-
Trans-Na

✓ ✓ ✓ ✓ ✓

Dual-
Encoder-
Trans-Nm

✓ ✓ ✓ ✓ ✓

Dual-Encoder ✓ ✓ ✓ ✓ ✓

Dual-
Encoder-
Trans

✓ ✓ ✓ ✓ ✓ ✓
Table 5
Results of AD classification and MCI classification obtained by DE-JANet and its counterparts on ADNI-2 dataset. The best results are in bold.

Model AD vs NC MCI vs NC

ACC PRE SEN SPE F1 ACC PRE SEN SPE F1

Single-Encoder-Trans 0.6481 0.6239 0.7692 0.5357 0.6779 0.7846 0.7455 0.8692 0.7000 0.8008
CNN-Encoder-Trans 0.6519 0.6241 0.7192 0.5893 0.6650 0.7500 0.7124 0.8500 0.6500 0.7708
Linear-Encoder-Trans 0.9630 0.9615 0.9615 0.9643 0.9615 0.8942 0.9767 0.8077 0.9808 0.8842
Dual-Encoder-Trans-Na 0.9278 0.8839 0.9808 0.8786 0.9294 0.9423 0.9554 0.9308 0.9538 0.9415
Dual-Encoder-Trans-Nm 0.6667 0.6176 0.8077 0.5357 0.7000 0.7596 0.7234 0.8500 0.6692 0.7801
Dual-Encoder 0.9630 0.9444 0.9808 0.9464 0.9623 0.9077 0.8727 0.9577 0.8577 0.9128
Dual-Encoder-Trans 0.9722 0.9623 0.9808 0.9643 0.9714 0.9538 0.9802 0.9269 0.9808 0.9523
Table 6
Referential comparisons of the state-of-the-art studies using ADNI dataset on AD classification, MCI classification, and 3-class classification. The best results are in bold. ‘-’ indicates
that this result was not reported in the literature.

AD vs NC MCI vs NC AD vs MCI vs NC
Method Data ACC SEN SPE ACC SEN SPE ACC SEN SPE

Ning et al. [32] 2021 sMRI, PET 0.969 0.957 0.980 0.821 0.871 0.723 – – –
Zhang et al. [52] 2021 sMRI 0.920 0.903 0.931 0.801 0.782 0.803 0.629 0.645 0.818
Wang et al. [53] 2022 sMRI 0.921 0.962 0.913 0.797 0.772 0.790 0.627 0.661 0.798
Cai et al. [54] 2023 sMRI 0.921 0.917 0.925 0.824 0.836 0.813 – – –
Zhu et al. [55] 2023 sMRI, PET, CSF 0.968 0.986 0.955 0.866 0.933 0.724 – – –
our DE-JANet sMRI, Age, MMSE 0.972 0.981 0.964 0.954 0.927 0.981 0.725 0.724 0.862
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ig. 9. Performance (F1 score) comparison of DE-JANet and its counterparts on
DNI-2 dataset for analyzing the effectiveness of age and MMSE score. Among

hese counterparts, supplying the MMSE features into CNN-Encoder-Trans yields Dual-
ncoder-Trans-Na, and further supplying age features into Dual-Encoder-Trans-Na yields
ual-Encoder-Trans.
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m

.4. Discussion

.4.1. Diagnosis performance
We roughly summarize and compare our results with those of

everal state-of-the-art methods [32,52–55] using the AD diagnosis
esults reported in the literature. Besides binary classification, we also
how the performance of 3-class classification, i.e. AD vs MCI vs NC.
or 3-class classification, our model is trained using all subjects in the
DNI-1 dataset and sharing the same experimental setting as binary
lassification. As we can observe from Table 6, our proposed method
chieves comparable performance on AD classification and advanced
erformance on MCI classification as well as 3-class classification. Note
hat due to the differences in data, the direct comparison among these
ethods mentioned above is impossible and unfair, but we can still
raw some conjectures.

First, multi-modal data, which provides more comprehensive in-
ormation by complementing each other between different modalities,
an help improve the performance of models. For example, Zhang
t al. [52], Wang et al. [53] and Cai et al. [54] performing classification
nly based on sMRI show worse performance, while the remaining
ethods obtain better results by using multi-modal data. Second, for
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Fig. 10. The visual feature maps from three subjects with clinically confirmed AD,
MCI, and NC (from left to right).

multi-modal-based methods, the type of data modalities used for fusion
is not crucial provided that the data and methods are effective, due
to the fact that the results of [32,55] obtained from fusing images of
different imaging ways and that of our DE-JANet obtained from fusing
image and non-image data are similar.

5.4.2. Correlation analysis of sMRI features with AD diagnosis
In order to explain model classification decisions, we analyze the

correlation between sMRI features and AD diagnosis by visualizing the
sMRI features extracted by the CNN encoder as shown in Fig. 10. The
visual feature maps highlight high-risk brain regions associated with
AD pathology, where the blue and red indicate the low-(<0.5) and
high-risk(>0.5) areas of AD. From Fig. 10, we can discover that the
sMRI feature map of the first subject with a clinical diagnosis of AD
shows much darker red, while that of the third subject with NC is
basically blue, and that of the second subject with MCI is in the middle.
We can assess the anatomical consistency of AD-suggestive morphology
hot spots from these darker area distributions, thus the visual feature
maps can act as a means to demonstrate structures most affected by
neuropathological changes in AD and explain the model decision to
some extent.

5.4.3. Limitations and future work
Though our proposed DE-JANet method achieves satisfactory per-

formance in AD-related diagnosis, there are still several limitations that
restrict the exploration of pathological relationships.

First, We analyze the mapping relationship among image data,
non-image data, and AD diagnosis. However, we do not explore the
correlation between image and non-image data for each subject, which
may help reveal underlying pathological responses. Besides, further
analysis should be conducted on the features within the site to better
support intelligent diagnosis. Second, we analyze the correlation be-
tween sMRI features and AD diagnosis to explain the model decision
to some extent. However, how the image and non-image features
complement each other is unclear in the joint attention module, we can
further explore this in the future to support a convincible intelligent
diagnosis.

In addition to these improvement efforts, enthusiastic readers may
consider expanding this model to the diagnosis of other brain diseases
to improve the automation level in the field of neuroimaging analysis.
Besides, genetic data and functional imaging data can be introduced
to explore more advanced methods for multi-modal data fusion and
diagnostic performance improvement.

6. Conclusion

In this study, we propose a unified network DE-JANet consist-
ing of a dual encoder module, a joint attention module, and a to-
ken classification module, and adopt multi-modal data consisting of
10
sMRI, age, and MMSE score for AD-related diagnosis. The dual encoder
module extracts spatial features of sMRI and magnitude features of
age and MMSE score, which serve as a prior basis for the following
joint attention module. The joint attention module can effectively fuse
image and non-image features and captures the interaction between
them, so as to provide significant token features for classification. The
comparisons with the existing state-of-the-art methods and ablation
studies on the ADNI datasets demonstrate that our method can merge
multi-modal data effectively and achieve advanced classification per-
formance. Moreover, we explore the interpretability of the model by
analyzing the correlation between sMRI features and AD diagnosis, but
we can further analyze the complementarity between the image and
non-image features to interpret the model decisions.
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